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Abstract
In recent years, significant effort has been allocated to research onmultiple‐input–multiple‐
output (MIMO) sound navigation and ranging (SONAR) and RADAR systems. Most work
has been conducted on the general theoretical functionality of such systems. Less effort has
been applied to considerations of the real‐time MIMO capability, although this is an
important factor for the application of these new algorithms in real SONAR systems. To
account for this, the following work focusses, after introducing the used methodology and
revisiting the general MIMO idea and considered system, on more effective permutations
of the involved algorithms in the reduction of floating‐point operations. In this context, the
general necessity of the algorithms utilized is shown. Furthermore, it is proven that the
reduction in computational load does not affect the performance of the system. In addition,
the main algorithmic parts of MIMO systems can be exchanged almost arbitrarily under
given restrictions without changing the result. Therefore, the performance differences in
floating‐point operations are depicted to give an estimate of the achievable degree of
complexity reduction. The results for the investigated systems and algorithms are obtained
by applying a system simulation of a simple underwater channel. The obtained results were
also verified using a real MIMO SONAR system operating in real time.

1 | INTRODUCTION

Good performance of sound navigation and ranging (SONAR)
systems in environments with a strong reverberation and low
signal‐to‐noise ratio (SNR) is an important indicator for a
powerful system. The application of multiple‐input multiple‐
output (MIMO) techniques is a promising approach to in-
crease performance for crucial scenarios and has been theo-
retically discussed in numerous publications [1–5].

Interest in MIMO RADAR (radio detection and ranging)
first developed in the early 2000s—for example, in [6]. At that
time, merely theoretical considerations were made. In the
following years, research results on practical applications were
obtained, and interest by the SONAR community increased
[4, 7]. Nevertheless, research on the practical feasibility was
missing in the past because the required hardware for MIMO
SONAR systems was not available (mainly by means of
appropriate projector arrays). This shortage has now been
overcome by WTD 71 and the chair of Digital Signal

Processing and System Theory at Kiel University by acquiring
appropriate hardware from Atlas Elektronik (Figure 1 depicts
these MIMO transmit arrays) and paving the way for practical
applications of the promising MIMO technique.

Some of the previously investigated advantages of MIMO
processing include the highly improved angular resolution, a
perfect steering in the same direction of transmit and receive
beamformer as both are calculated at receive side, and as a
consequence, improved performance of localization and
detection of targets [4]. Those theoretical benefits will not be
investigated further in this contribution but motivate a dis-
cussion of the necessity of a reduction in computational
complexity to take full advantage of the MIMO principle for
real‐world SONAR applications.

In standard MIMO applications, mutually orthogonal sig-
nals are utilized for the different transmit elements to achieve
the before‐mentioned benefits of MIMO technology in RA-
DAR or SONAR applications. One can also utilize these
properties to generate signals that are mutually orthogonal
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between different pings, thus defining a sequence of signal
groups. Given a capable hardware and channel as well as
appropriate signal design, the ping period of the system can be
redefined.

This new concept paired with frame‐based processing as
discussed in Section 4 enables the SONAR system to process
and react to incoming signals much faster—unfortunately and
obviously at the cost of higher computational complexity. This
again emphasizes the necessity of effective (in terms of
computational complexity) algorithms to retain the real‐time
capability of the underlying SONAR system.

An additional scope of MIMO is the application to synthetic
aperture SONAR where the processing time of the system, and
such the expense for measurement trials, can be highly reduced.

The application of MIMO techniques known from
communication theory as well as the general system model have
been introduced by Rabideau and Parker [1], Bliss and Forsythe
[3], and Bekkerman and Tabrikian [4] and will not be reviewed in
this contribution. In Section 2, the necessary algorithms for a
SONAR processing are given, and possible permutations of the
algorithms in the processing sequence are suggested.

A combined matched filter and transmit beamformer
approach is presented in Section 3 to counteract the increase of
computational load. The concept of virtual arrays and co‐
arrays as well as their differences and advantages have been
investigated by [8–11] and are hereby presumed in this publi-
cation. Investigations concerning the real‐time capability for
the different approaches presented—including the combined
matched filter—for SIMO (single‐input multiple‐output) are
done in Section 4. This is followed by a comparison of sim-
ulations (Section 5). Finally, the paper is concluded, and the
outlook for future work is given.

2 | MULTIPLE‐INPUT–MULTIPLE‐
OUTPUT SYSTEM PROCESSING CHAIN

To understand the idea behind the MIMO matched filter al-
gorithm presented here and considerations regarding the real‐
time capability of SONAR systems, the underlying processing
chain is outlined. We will focus only on basic versions of the

required algorithmic parts—extensions to more sophisticated
approaches, however, are possible in a straightforward manner.
The results in terms of reduction in computational load are
usually even greater for the extended approaches.

The output signals of the receive beamforming are denoted
by subscript _Rx in the following, while those of receive side
transmit beamforming are denoted by _Tx. The time domain
signals are depicted by small letters with square brackets and
the frequency domain signals by capital letters with curved
brackets. If the beamformed signal is based on a matched
filtered signal, the signal is depicted by letter z ½n� or Z ðμÞ
and otherwise by y ½n� or Y ðμÞ (vectors and matrices are
denoted by bold characters).

Before the algorithms for MIMO and SIMO are compared,
their respective naming is briefly clarified. Generally, the terms
single input (SI), multiple‐input (MI), and multiple‐output
(MO) are defined within the channel through which a signal
is transferred. In the case of SIMO, one or several non‐
orthogonal transmit signals are transmitted into the channel.
No matter where in the channel a probing signal is taken from,
one records the superposition of the individual transmit sig-
nals. As they are not orthogonal, they cannot be separated
properly any more, and hence, it can be seen as an SI to the
channel. For MIMO where orthogonal signals are transmitted,
the superposition of the individual signals can be reverted and
assigned to their transmit channels identically to MIs.

The use of the terminology single and multiple is thus
based on the assignability of the transmitted signals (at the
receive side) to the transmission elements. To be more precise,
the assignability of the signals to the elements must in general
be possible. Thus, this can be applied to the receive side as
well. If there is more than one receive element, MOs are taken
from the channel, which is done for both SIMO and MIMO.
This property leads to a major advantage of MIMO over
SIMO, namely, the shift of the transmit beamforming algo-
rithm to the receive side, and thus, a great gain in flexibility and
general performance (see Section 2.2.2) can be achieved.
Nevertheless, this advantage comes with a price—a lower SNR
than that of SIMO, where the transmitted energy is concen-
trated in a defined direction.

A SONAR system is also classified on the basis of the
positioning of the transmitting and receiving elements and the
individual elements in general. On this basis, SONAR systems
are divided into monostatic (transmitter and receiver at almost
the same position), bistatic (transmitter and receiver separated),
and multistatic (in addition to bistatic systems, the individual
transmitter and receiver elements or subarrays are separated
locally as well) systems. For the algorithms presented that
follow, a monostatic active SONAR system is assumed.

2.1 | Transmit processing

Transmit processing in the case of MIMO can be less complex
than SIMO systems because the step of transmit beamforming
is neglected (for non‐hybrid systems) because of the necessity
of transmitting ideally perfect orthogonal sequences. Because

F I GURE 1 Projector array. Two staves with 16 projectors within each
stave can be used for MIMO measurements in the future. Each projector
can be driven with an individual signal

2 - KAAK ET AL.



of this no beam lobe is pronounced, and as such no steering is
possible. Other than that, the transmit processing can be seen
to be identical to SIMO.

Furthermore, each transmitter and receiver is, for the sake
of simplicity, assumed to have omnidirectional characteristics.
They are additionally assumed to be utilized at optimal power,
and no mutual phase shifts are introduced.

Additionally, shadowing effects based on the array geom-
etries need to be considered in a real system but are neglected
in the following if not otherwise stated. For this very simplified
system, the transmit processing reduces to a simple mapping of
the transmit signals to output channels (i.e. transducers).

In addition, hybrid approaches with a mixture of mutual
orthogonal and non‐orthogonal signals have been proposed,
for example, in [12, 13]. For these approaches, the relations
presented in the paper change, and while an adaption is
possible in most cases, some changes need to be made that are
not considered here. In addition to the transmit processing, the
receive processing would need to be adapted as well.

2.2 | Multiple‐input multiple‐output receive
processing

Most of the processing of this simplified system is shifted to
the receive side. The most basic and additionally most
important algorithms utilized in MIMO receive processing are
the matched filter and beamformer. Their basic structure is
presented in the subsequent sections to prepare the reader for
the concept of the MIMO matched filter and the corre-
sponding considerations of computational complexity.

2.2.1 | Matched filter

Being a crucial part of MIMO signal processing, the general
idea of a matched filter, including assumptions and simplifi-
cations made for the consideration of MIMO systems, will be
presented in the following. The general aim of a matched filter
is to maximize the SNR. Under the assumption of available
noise distortions being white, its functionality is based on the
convolution of the signal under test with a time‐reversed
prototype signal (here: transmit signal). The (weighted)
convolution of two discrete signals x½n� and y½−n� is related to
the correlation at delay κ ∈ Z by

Rxy½κ� ¼ E x�½n� y½nþ κ�f g

≈
1
N

XN−1

n¼0
x�½n� y½κ þ n� ¼ bRxy½κ�;

ð1Þ

with Ef:::g denoting the expectation operator, and the
matched filter is treated with this notation.

The analog‐to‐digital (AD)‐converted discrete input signal
of the l‐th channel of the SONAR system is denoted by
yl½n� ∈ R, with n ∈ Z as the discrete time index. The discrete

signal for the m‐th transmit channel—before the digital‐to‐
analogue converter—is defined as xm½n� ∈ R. Furthermore, let
the indices denoting the l‐th receiver and m‐th transmitter
element take values from l ∈ f0; ​1; ​ :::; ​ NRx − 1g and
m ∈ f0; ​1; ​ :::; ​ NTx − 1g, respectively. Both signals are
normalized such that the following holds:

�
�yl½n�

�
� ≤ 1 ∧

�
�xm½n�

�
� ≤ 1 ∀ n ∈ Z; ð2Þ

Additionally, the signal processing starts at n¼ 0:

yl½n� ¼ 0 ∧ xm½n� ¼ 0 ∀ n < 0: ð3Þ

Let the estimate of the cross‐correlation between two
channels i and j for cutting out vectors of length Ni and Nj
of transmit signals xi½n� and xj½n� respectively with be
defined by

bRxi;xj½κ� ¼
1

min Ni; Nj − κ
� �

Xmin Ni; Nj−κf g−1

n¼0
x�i ½n� xj½nþ κ�:

ð4Þ

For this definition, κ is restricted such that the following
holds:

κ ∈ −ðNj − 1Þ;…; Ni − 1
� �

⊆ Z ð5Þ

For an ideal MIMO system, which is assumed in the
following (if not further noted), the signals are designed such
that they are perfectly mutually orthogonal (for i ≠ j). The
individual channel pairs of Equation 4 can be combined in a
matrix with RNTx�NTx as

bRxx ½κ� ¼

bRx0;x0½κ� … bRx0;xNTx−1½κ�
bRx1;x0½κ� … bRx1;xNTx−1½κ�

⋮ ⋱ ⋮
bRxNTx−1;x0½κ� … bRxNTx−1;xNTx−1½κ�

2

6
6
6
6
4

3

7
7
7
7
5
: ð6Þ

Because of mutually orthogonal transmit signals, the
following relation holds as well for σ2

xi
depicting the power of

the signal xi½n�:

max
κ

bRxi;xj½κ�
�
�
�

�
�
�

n o
¼

σ2
xi

≤ 1; for i¼ j
0; else

(

: ð7Þ

Here, we assume that the means of all transmit signals are
zero. This property is now exploited in the matched filter of an
active SONAR systems processing chain, which should not
match to just one transmit signal but NTx. This is achieved by
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the computation of NTx matched filters in parallel. To be more
precise, the matching to the NTx transmit signals is done for all
NRx receive signals and can be described by

zl;m½κ� ¼ bRyl ;xm½κ� ð8Þ

and

ζ½κ� ¼

z0;0½κ� … z0;NTx−1½κ�
z1;0½κ� … z1;NTx−1½κ�

⋮ ⋱ ⋮
zNRx−1;0½κ� … zNRx−1;NTx−1½κ�

2

6
6
6
4

3

7
7
7
5
: ð9Þ

ζ½κ� with dimension NRx � NTx describes the
N tot ¼NRx · NTx outputs of the matched filters. Due to the
assumption of mutually orthogonal signals, the path of just one
transmitter–receiver pair is preserved per correlation output;
see Equation (7). This is finally used in an extended receive
beamforming unit.

In our system, the matched filtering is realized in the fre-
quency domain as the correlation becomes a multiplication,
and as such, the computational load is reduced. The frequency
domain signal is depicted by ZðμÞ where
μ ∈ f0; ​1; ​ :::; ​ NFFT − 1g.

2.2.2 | Beamforming

To be able to follow the application of an extended beam-
forming, the idea of the basic beamformer is first repeated in
the following. The application of receive side beamforming is
another crucial step in SONAR processing in obtaining an
estimate of the target's angular position. The general idea of
beamforming is the time‐wise alignment of receive (and/or
transmit) signals according to the array geometry and hy-
pothesis of the target's angular position to achieve a
constructive superposition of the individual signals, and hence,
an increase in SNR.

To understand the benefits of MIMO over SIMO and the
interchangeability of certain algorithms, a simple consideration
of the delays introduced to the transmit signal when travelling
through the channel to the receive element must be performed.
Any influence of noise or attenuation of the original signal is
neglected in the following, as for this proceeding, a basic idea
of the general process of beamforming is sufficient to motivate
the principles of a MIMO matched filter. For a more in‐depth
derivation based on a more detailed channel model, the reader
is referred to, for example, [4].

Given a target p ∈ f0; ​1; ​ :::; ​ P − 1gwithP ∈ N in direction
θTx;p at distance rTx;p relative to the centre of the transmitter array
and in direction θRx;p at distance rRx;p relative to the centre of the
receiver array, the transmit signal of array elementm is delayed by

κm;p;l ¼ κm;p þ κp;l; ð10Þ

when reaching the l‐th receive element. κm;p describes the delay
introduced to the transmit signal by travelling from transmitter
m to target p and κp;l the delay for travelling from target p to
receiver l. The model is further simplified by assuming a
monostatic setup (i.e. transmitter and receiver are colocated—
they are located at the same place). Hence, we have

θp ¼ θTx;p ≈ θRx;p and ð11Þ

rp ¼ rTx;p ≈ rRx;p: ð12Þ

Without loss of generality, the mutual delay proportional to
the target's range rp can be neglected. Following these sim-
plifications, the delays at certain elements solely depend on the
target's angle relative to the arrays (θp) and are denoted by κ∼m;p
and κ∼p;l for transmit and receive array elements, respectively.

Receive side beamforming can now be performed either
separately for the delays κ∼m;p and κ∼p;l—regardless of the
different permutations of the algorithms in the processing
sequence—or in a combined manner for κ∼m;p;l ¼ κ∼m;p þ κ∼p;l
given separated coherent signals (e.g. because of matched
filtering as described in the previous section). Because of
this, it is obvious that there are at least three possible re-
alizations in the permutation of the system's subalgorithms. In
fact, there are more than three realizations, as will be shown in
Section 2.3.

These possibilities yield an improved ‘offline’ beamform-
ing, as the transmit beam can be performed in a post‐ping
manner, and additionally, the transmit and receive beam-
formers are always steering in exactly the same direction, and
hence, missteering is prevented, and as a consequence, an
unwanted attenuation is averted. A derivation for the weights
of the beamformers is omitted at this point; reference should
again be made to existing literature—for example, [4, 5, 8].

Additionally, it should be noted that given a noise assumed
to be uncorrelated to the transmitted signal, the SNR
improvement due to beamforming depends on the permuta-
tion of the algorithms in the processing sequence. This leads to
a superior processing output for those permutations where the
receive beamforming is done previous to the matched filtering.
For a fair comparison of MIMO and SIMO processing, this
needs to be considered, and as well, this introduces a drawback
of MIMO but should nevertheless be omitted at this point, as
it is focussed on a real‐time capability of a MIMO SONAR
system, and as it will be seen later, the most promising per-
mutation of the subalgorithms overcomes this drawback.

2.3 | Possible realizations

The previously introduced algorithms are now used to build up
a MIMO processing chain referred to as preprocessing in the
following. The term postprocessing implies algorithms like
detection and tracking, which are not further considered here.
The biggest difference of MIMO compared with SIMO is the
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availability of receive side transmit beamforming and the
processing of NTx parallel matched filters. The before‐
mentioned possibility of interchanging the order of several
subalgorithms while keeping the output signals just holds for
time invariant filters, which is true under the given
assumptions.

Furthermore, the matched filtering is necessary previous to
transmit beamforming. Otherwise, a constructive super-
position of the signals is not possible. Obviously, the following
permutations are possible:

(a) Receive bf. j matched filtering j transmit bf,
(b) Matched filtering j receive bf. j transmit bf,
(c) Matched filtering j transmit bf. j receive bf,
(d) Matched filtering j combined receive/transmit bf..

In addition, the integration of the transmit beamforming
into the matched filtering process is possible and yields some
important advantages in the sense of computational
complexity. This new structure is proposed in the next section.
Please note that the amount of parallel processed matched
filters changes to the number of beams processed (NB) such
that the list above can be extended:

(e) MIMO matched filtering j receive bf. and
(f) Receive bf. j MIMO matched filtering.

The general receive side processing is shown in the upper
part of Figure 2, while the depicted permutations of the al-
gorithms in the processing sequence are sketched in the lower
part of Figure 2. A parallel processing of algorithms is depicted
by stacking of the module blocks. This is additionally visualized
by parallel arrows. Moreover, the dimension of the dataflow is
depicted beneath the arrows. This type of representation alone
gives a good overview of the computational effort required for
the individual implementations. This will be discussed in detail
in Section 4. It should be anticipated at this point that the
proposed MIMO structures (e) and (f) drastically reduce the
computational load compared with direct MIMO realizations
(a) to (d) of the algorithms (details on this will be given in the
next sections).

MIMO processing will later be compared with classic
SIMO processing. For this purpose, the following signal pro-
cessing chains are defined as well:

(i) SIMO: Receive bf. j matched filtering and
(ii) SIMO: Matched filtering j receive bf.

The matched filtering in the SIMO case is done for just
one signal, as the same time‐shifted version of a signal is
transmitted at all elements. The receive beamformer is identical
to that of the MIMO algorithms. It should be noted that in the
case of SIMO, several transmit beams, and therefore multiple
pings, must be sent out to cover an identical area in a similar
way as in the case with MIMO. This will also be considered
later.

3 | MULTIPLE‐INPUT MULTIPLE‐
OUTPUT MATCHED FILTER

In classic (SIMO) SONAR or RADAR applications, the
matched filtering process is executed for a single transmit
signal to increase the SNR. For the direct application to MIMO
systems, this leads to the processing of NTx matched filters in
parallel to harness the newly emerged degrees of freedom.
Those output signals are then input to a beamforming process
as described in Section 2.2.

Our newly proposed technique incorporates at least the
receive side transmit beamforming into the matched filtering
process. Therefore, a new prototype signal x

∼
½n; θ� ∈ C with

incident angle θ is introduced, which is calculated as the sum of
the delayed original orthogonal signals:

x
∼
½n; θ� ¼

XNTx−1

l¼0

xl n;−ϰlðθÞ½ �: ð13Þ

The delay ϰlðθÞ is calculated according to the array ge-
ometry and the position of transmit element l. Note that
ϰlðθÞ ∈ R describes a non‐integer delay of a discrete time
domain signal. For a uniform linear array (ULA), it is given by

ϰlðθÞ ¼ l −
NTx − 1

2

� �
dEl;Tx sinθ

cw
1
f s
: ð14Þ

The term cw describes the sound velocity in water, f s the
system's sample rate, dEl;Tx the distance between two consec-
utive transmitter elements, and xl n;−ϰlðθÞ½ � ∈ C describes a
complex signal at transmitter element l delayed in dependence
of the hypothetical transmit angle by ϰlðθÞ. As an example, for
narrowband signals this can be calculated as follows:

xl n;−ϰlðθÞ½ � ¼ xl n − ⌊ϰlðθÞ⌋½ � ej2πf ϰlðθÞ−⌊ϰlðθÞ⌋ð Þ 1
f s : ð15Þ

where f describes the narrowband signal (centre) frequency.
Due to the matching to x

∼
½n; θ�, which equals the output of a

transmit beamformer pointing in direction θ, signals from a
specific direction are strengthened while those from other di-
rections are attenuated. Hence, the transmit beamforming is
incorporated into the matched filtering process. Please note
that more complex beamformer algorithms can also be applied
here without losing the advantages in terms of computational
complexity and will be described next.

Following this implementation, the number of matched
filter prototype signals changes from NTx to NB (number of
beams calculated), and depending on the permutation of the
algorithms, the filtering number of for each filter changes from
NB (for processing chain (a)) or NRx (for (b)/(c)/(d)) to either
NRx (for MIMO processing (e) or 1 for (f)).

As will be shown in the next section, case (f) especially
outperforms the straightforward application of MIMO
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algorithmic in terms of reduction of computational complexity,
and because of this, also for a possible real‐time‐capable SO-
NAR system. In parallel with this, some rules are introduced to
achieve a fair comparison between the different realizations for
MIMO processing chains.

4 | REAL‐TIME CAPABILITY

A closer look at the different MIMO realizations shown in
Figure 2 reveals the following observations regarding

computational complexity. When looking at variant (a), it be-
comes clear that only the matched filter has to be computed
several times (here NB). This is generally necessary for each
variant because the correlation is either performed with the
different orthogonal signals (variants (a)–(d)), or in the case of
the MIMO matched filter (variants (e) and (f)), with a direc-
tional sum signal. In the case of variants (b) and (c), in addition
to an NRx parallel calculation of the matched filters, the receive
and transmit beamforming must also be calculated NTx and
NRx times, respectively, in parallel. The downstream beam-
formers (transmit and receive beamforming, respectively) are

F I GURE 2 Preprocessing permutations as introduced in Section 2 and corresponding dimensions for inputs and outputs of subalgorithms. Vectors are
depicted by bold letters. Time domain signals are depicted by time index n and square brackets (e.g. x[n] is time domain vector). Frequency domain quantities are
depicted by capitals and frequency index μ in curved brackets (e.g. Z(μ)). Our newly introduced signal processing structures—superior in terms of computing
power—are highlighted in blue
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already supplied with direction‐dependent data. Thus, the
complexity is further reduced because the second beamform-
ing is performed only for the already specified directions. For
variant (d), in contrast to the previous discussion, a combined
beamformer with NTx � NRx elements will be computed. The
complexity because the matched filter is also upstream is thus
at a similar level to that of (b) and (c). The two algorithms with
the presented MIMO matched filter (e) and (f) differ mainly in
the number of matched filters that must be computed. In the
case of (e), all NB prototype signals are filtered for all NRx
receive elements and receive beamformed signals afterwards.
In the case of (f), on the other hand, the directions are already
specified by the upstream receive beamformer, which means
that only matched filters must be calculated—each direction is
filtered with the corresponding direction‐dependent prototype
signal. This explains the even higher efficiency of (f).

After the definition of the processing structure and the
general behaviour of a MIMO system, two general processing
approaches are possible (See Figure 3):

(1) Ping‐based processing, which is often used in RADAR or
SONAR applications (i.e. the data of one ping is collected
and processed en bloc) and

(2) Frame‐based methods, which are common practice for
real‐time audio signal processing. With frame‐based pro-
cessing, the block size is usually much smaller than the
ping duration. This results in the entire processing chain
being run multiple times within one ping. This more
frequent computation with smaller amounts of data in turn
leads to greater flexibility in the algorithms utilized (as
explained later). A more detailed explanation of how
frame‐based processing is utilized in SONAR systems can
be found, for example, in [14].

In the latter, the real‐time capability of a more or less
standard MIMO approach is examined, where orthogonal
signals are utilized for the different transmit elements to ach-
ieve enhanced processing.

The system's real‐time capability is compared for both
realizations (ping‐based and frame‐based processing). To
initially reduce the computational complexity—independent of
the processing approaches—the hydrophone input data of the
underlying system is blockwise‐transformed into the frequency
domain, and the processing is done herein.

As mentioned before, the concept of frame‐based process-
ing can be extended by utilizing the crucial MIMO properties to
generate signals that are mutually orthogonal between different
pings, thus defining a sequence of signal groups. Given capable
hardware and appropriate signal design, the ping period of the
system can be redefined. The conventional ping period T p now
refers to the duration of the sequence of NMP signal groups,
whereas TP;MP ¼ T p=NMP yields the effective ping period. This
new ping period defines the refresh‐rate of the SONAR plots
and withTP;MP ≤ Tp enhances the temporal resolution. Because
of the reduced correlation over different ping periods, im-
provements in the localization and detection process of targets
are possible. The general idea is depicted in Figure 4.

To understand the motivation behind the following con-
siderations, our basic setup will be introduced in this para-
graph. Unlike other SONAR systems that do a ping‐wise
processing of the receive data, our system processes the data in
a frame‐wise manner to increase the flexibility in altering the
system settings ‘mid‐ping’.

F I GURE 3 Comparison of the temporal processing sequence for
ping‐based and frame‐based processing

F I GURE 4 The ping period is chosen to be Tp = 3 TP,MP. While orthogonal ping MIMO processing can resolve the target movement pattern as shown on
the right graphic, a standard SONAR processing—no matter whether MIMO or SIMO is used—estimates a movement as shown on the left graphic
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Therefore, targets in proximity of the system's location can
be evaluated with higher temporal resolution, and the
response‐time of the SONAR is reduced. Because of the ad-
vantages that arise with the use of orthogonal signals (also
between different pings), the time between pings can be
reduced, while listening time, and hence the observed range,
remains constant. In addition, different listening times for
different pings are possible in our system. Those systems are in
general referred to as cognitive if environmental data is addi-
tionally considered.

In addition to these, at least in theory, exclusively positive
effects caused by the possibility of fast consecutive orthogonal
pings that do not interfere with each other, there are also
disadvantages in cases of practical application. On the one
hand, the cross‐correlation of imperfect orthogonal sequences
causes disturbances, and on the other hand, clutter is increased
because of the higher power emitted into the channel.
Nevertheless, it is expected that the operational advantages will
outweigh the disadvantages.

The application of frame‐based processing enables the
system to process receive signals more ‘continuously’. That
means processing is done in batches defined by the length of
the frameshift in samples (LF) of the system instead of the
ping‐length in samples (LP). This will greatly reduce the time of
detection for potential targets TTD in the proximity of the
SONAR platform and is shown in Figure 5.

Thismechanism can be explained with a simple example. Let
us assume a systemwith a sample rate of f S ¼ 192 ​ kHz, a frame
length of LF ¼ 8192 samples, and a ping period T p ¼ 1s. The
frame length corresponds to a time of LF=f s ¼ 0:043s.
Comparing the length of a frame with the length of a ping il-
lustrates the superiority of frame‐based processing in terms of
detection time. However, it must be ensured that for all parts of
the SONAR system, frame‐based processing structures are used.
Tracking algorithms, for example, must update the tracks in a
sequential (ordered) manner. In each frame, a couple of potential
objects within specific range cells are detected, and the corre-
sponding tracks must be updated. If the updated tracks lead to a
reaction, for example, a course correction or an alert, this re-
action must be done immediately even if the ping period is not
yet finished. The power of frame‐based processing can be har-
nessed even more with a cognitive system.

A cognitive system where a main control unit alters pa-
rameters of algorithms based on knowledge gained from pre-
vious measurements benefits highly from the differences of
frame‐based processing over ping‐based processing as intro-
duced in [15] and proposed, for example, in [14, 16, 17]. It
needs to be mentioned that the reaction time of those systems
is confined by the delay introduced by utilized filter banks,
although this limitation is not crucial in most applications as it
is negligible for increasing ranges.

The MIMO receive processing types are compared for
both methods in the following. The transmit side processing is
neglected, as it is the same for all MIMO realizations, and is,
besides the missing transmit beamformer, equal to that of a
SIMO system.

To conduct a fair comparison between the different MIMO
approaches and SIMO, where the received processing needs to
be repeated based on the number of transmit beams that are
necessary to illuminate an identical area to MIMO, a minimum
achievable angular resolution, and as such, a meaningful
number of beams NB, needs to be defined as a requirement.
For this purpose, the Rayleigh criterion is often used [18].
Given a ULA, the minimum possible beamwidth for filter‐and‐
sum beamforming is achieved for the rectangular windowing
assumed in the following. Under these considerations, the
Rayleigh criterion for the single slit holds and is a suffi-
cient approximation for the following considerations. It is
defined by

sinðθRÞ ¼
λ
d
; ð16Þ

with d ¼ dmax ¼maxfðNTx − 1Þ ​ dEl;Tx; ​ ðNRx − 1Þ ​ dEl;Rxg

and λ the wavelength according to the array design frequency.
From this, a minimum reasonable mutual angular resolution in
radians for transmit and receive beamforming follows:

θR; min

¼ arcsin
λ

maxfðNTx − 1Þ dEl;Tx; ​ ðNRx − 1Þ dEl;Rxg

� �

:

ð17Þ

F I GURE 5 Minimum time necessary to detect a target TTD for ping‐based and frame‐based processing. For visualization purposes, the ping‐length is
chosen to be LP = 10LF. The propagation path to the target and the reflection to the receiver are considered in the shown detection times
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A higher resolution for beamforming is not necessary in all
cases, as it leads to interpolation and should therefore not be
further investigated. Note that computational complexity can
be further reduced when the minimum angle is calculated for
transmit and receive side independently. A maximum number
of processed beams in case of a fan‐width of ψ can be
postulated:

NB ¼
ψ
θR
¼

ψ

arcsin λ
maxfðNTx−1Þ dEl;Tx;​ ðNRx−1Þ dEl;Rxg

� �: ð18Þ

In the case where NB ∉ N, it needs to be rounded and
θR;min updated accordingly. The above presented formula holds
for maxfNTx ​ NRxg; otherwise, the number of beams is set to
NB ¼ 1 because beamforming is not possible.

Considering the equations of the utilized algorithms
introduced in Section 2.2, assuming frequency domain pro-
cessing and by defining the complexity of one complex
multiplication as four floating‐point multiplications and two
floating‐point additions and one complex addition as two
floating‐point additions, the following complexities can be
derived:

� Beamforming for NB directions over N elements yields 4N
NB NFFT multiplications and 4 N − 1

2

� �
NB NFFT additions

per frame or ping, where NFFT = NFFT,F (frame‐based
processing) or NFFT = NFFT,P (ping‐based processing) holds,
respectively.

� Matched filtering (per ping and signal) for an FFT length
of NFFT,P yields 4NFFT,P multiplications and 2NFFT,P

additions.
� Matched filtering (per frame and signal) for an FFT length

of NFFT,F yields 4LS,F NFFT,F multiplications and the
following additions:

4 LS;F −
1
2

� �

NFFT;F

Furthermore, let the FFT size for ping‐based processing be
defined by NFFT;P ¼ 2⌈log2ðLPÞ⌉. The FFT size for frame‐based
processing NFFT;F is a variable parameter, and the frame length
in samples is defined by LF ¼NFFT;F. The number of frames
in one ping including potential zero padding is calculated as

NF;P ¼

�
LP

LF

�

ð19Þ

From the signal length (LS), the signal length in frames can
be derived by

LS;F ¼

�
LS

LF

�

ð20Þ

From this, one can conclude that the number of calcula-
tions for ping‐based processing differs by a factor of
NFFT;P=ðNFFT;F ​ NF;PÞover frame‐based processing where in
general, NFFT;P ≥ NFFT;F holds. Under these considerations,
the complexities for the different system setups as depicted in
Figure 2 can be derived as shown in Table 1 and named N add:
and Nmul:. To do a fair comparison between the two modes,
the formulae for ping‐based and frame‐based processing pre-
sented in Table 1 per frequency bin need to be multiplied by an
additional factor of

NFFT;P ð21Þ

or

NFFT;F NF;P ð22Þ

respectively. This is shown in the following equations for
frame‐based and ping‐based processing, respectively, where
Aadd and Amul describe the complexities of the FFTs and will
be introduced later in this section:

N tot: add:;frame ¼ N add:;frame NFFT;F NF;P þ Aadd CM ¼ NF;P
� �

ð23Þ

N tot: mul:;frame ¼ Nmul:;frame NFFT;F þ Amul NF;P CM ¼NF;P
� �

ð24Þ

N tot: add:;ping ¼N add:;ping NFFT;P þ Aadd CM ¼ 1ð Þ ð25Þ

N tot: mul:;ping ¼ Nmul:;ping NFFT;P þ Amul CM ¼ 1ð Þ ð26Þ

Now, the two approaches are comparable in their com-
plexities for processing one ping for all frequencies. It should
be mentioned that in general, just a subset of frequencies is
calculated (this is also inherent for baseband processing). This
can be accounted for by replacing NFFT;P or NFFT;F by
Bw
f s

NFFT;P or Bw
f s

NFFT;F, respectively. It is obvious that all
complexities are equally decreased by a factor of Bw

f s
, and the

relative outcome is not changed. Bw denotes the bandwidth
used by the system.

In addition, the complexity of FFT realizations can be
described by OðN log2 NÞ, and as such, increases non‐linearly
with the length of the FFT. To account for this, penalizing
terms defining the increase in computations for both frame‐
based and ping‐based processing need to be calculated and
later applied. For the following considerations, the terms
presented in [19] are adapted to FFT + IFFT calculations for
all input (NRx) and output (NB) channels and are added to the
number of multiplications and additions to penalize the ping‐
based processing method over frame‐based processing:
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Amul ¼ 3 log4ðNFFTÞ − 1
� �

NRx þNBð ÞCM ð27Þ

and

Aadd ¼ 8 log4ðNFFTÞ NRx þ NBð ÞCM ð28Þ

respectively. The value CM considers the different number
of processing steps for ping‐based and frame‐based pro-
cessing and takes values from CM ¼ 1 and CM ¼NF;P,
respectively.

The computational complexity for each presented permu-
tation of the individual algorithms is listed in Table 1 and
visualized in Figure 8a,b for an exemplary high‐frequency
SONAR system based on our prototype. In the case of
SIMO, the necessity of transmitting several pings to illuminate
the same area as MIMO processing does with one ping is
accounted for by multiplying the complexity of the receive side
processing by a factor of NB. Considering this and the fact that
matched filtering and receive beamforming can be inter-
changed, complexities for frame‐based and ping‐based pro-
cessing are given in Table 1 as well.

The system runs with a sample rate of f s ¼ 192 ​ kHz. The
ping period in samples is set to LP ¼ 1 ​ s ​ · f s, and the signal
length in samples to LS ¼ 0:05 ​ s ​ · f s. Furthermore, the
number of transmitter elements equals the number of receive
elements with NTx ¼ NRx ∈ 2; 3;…; 128f g. The number of
beams NB is calculated according to Equation (18), and both
FFT length for frame‐based processing and the frameshift take
values of NFFT;F ¼ LF ¼ 2C with C ∈ 9; 10;…; ⌈log2ðLPÞ⌉

� �
.

When considering the best algorithm in terms of the
number of multiplications per setting (see Figure 6a) with
variable numbers of transmitters and receivers (and thus also
numbers of beams, see Equation (18)), it also becomes clear
that variant (f) is the less complex algorithm apart from
receiver number two. Here the second structure (e) presented
by us is superior.

When considering the necessary additions (see Figure 6b)
to calculate the algorithm, (e) is ahead until the number of
receiver elements reaches eight. With only two transmitting
elements and a receiver number of 8–48 elements, the direct
MIMO implementation (a) wins in terms of additions. How-
ever, because only two transmitters could be used here and the
number of multiplications for variant (f), for example, is lower,

F I GURE 6 Algorithm with lowest complexity for ideal frame length (LF,opt) and variable transmitter and receiver number. The algorithms (a) to (f) are
colour‐coded from red (a) to blue (f). The map entry for each setting is marked according to the winner algorithms colour

F I GURE 7 Complexities for different settings of variant (f) for frame‐based processing. The colour map shows the complexity depicted on the z‐axis
colour‐coded from blue (low) to red (high)
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the advantage is evened out again. Figure 7 illustrates the
number of multiplications for variant (f) to clarify the depen-
dence of different parametrizations on the complexity of this
variant. This motivates why further comparisons can be limited
to a restricted set of parametrizations of the algorithm. On the
one hand, this is done depending on sender and receiver with
ideal frame length, and on the other hand, for NTx ¼ NRx but
variable frame lengths. Looking at Figure 7a, it can be observed
that NTx has no influence on the complexity as long as
NTx < NRx is valid. This is obvious, because on the one hand,
the matched filter prototypes are calculated beforehand, and
on the other hand, they are correlated with NB matched filter
input signals. The number of beams (NB) in turn depends on
maxðNTx;NRxÞ according to Equation (18). Based on the
findings from Figures 6 and 7, for a better presentation and for
a clearer comparison, we will limit ourselves to NRx ¼ NTx
(Figure 8) when considering the optimal frame length.

Looking at Figure 8a, for a small number of transmitter
and receiver elements (i.e. eight and less), the complexity of
the different MIMO realizations is merely the same. With an
increasing number of elements (NTx ¼ NRx ≥ 8), however,
the application of a more sophisticated permutation of the
different receive side algorithms has a noticeable impact.
Comparing the number of additions and multiplications, it
can be observed that the new approach of including the
receive side transmit beamforming into the matched filter,
especially setup (f), outperforms all the other realizations
with regard to computational complexity. It should be noted
that the impact of computational savings for this approach
increases for higher pulse lengths and greater ping periods,
and this becomes obvious by looking on Table 1. Further-
more, it can be observed that a minimum complexity for
frame‐based processing is achieved at a FFT length and frame
length of

LF;opt: ¼ NFFT ¼ 2⌈log2ðLSÞ⌉: ð29Þ

This shows that frame‐based processing outperforms ping‐
based processing not only in flexibility but also in computa-
tional complexity if an appropriate frame length (LF) is used.
Another important observation is that there is no decisive
difference in complexity between SIMO and MIMO process-
ing if permutation (f) is chosen. Please note that the calcula-
tions of the SIMO complexities also consider the process of
transmit beamforming to conduct a fair comparison. In fact,
for a truly fair comparison, it would be necessary to perform
the above‐mentioned processing NB times to illuminate the
same area as the MIMO processing does.

However, if the transmit processing of SIMO is not
considered, all terms containing the number of transmit ele-
ments NTx vanish. The complexity of SIMO processing (ii)
becomes identical to that of MIMO (e). The same holds for (i)
and (f). This is obvious as no dedicated transmit beamforming
is calculated in those MIMO variants because it is integrated
into the matched filtering process.

To give a classification of the complexity of the presented
algorithms in practical implementation on modern PC systems,
the values for billion floating‐point operations per second
(GFLOPS) are examined in the following. Assume for
simplicity that an addition is seen as one floating‐point oper-
ation and so does a multiplication as well—although some
modern CPUs may be capable of handling several instructions
per cycle. Hence, additions and multiplications as defined in
Equations (23)–(26) can be summed up and referenced to
instructions per second by

CGFLOPS ¼ f s
�

LP ⋅ 10−9; ð30Þ

to calculate a value for GFLOPS:

NGFLOPS;frame ¼ ðN tot: add:;frame þ N tot: mul:;frameÞCGFLOPS;

ð31Þ

F I GURE 8 Comparison of computational complexity by reference to floating‐point multiplications for different proposed processing chains and ping‐based
(black) versus frame‐based processing (yellow). The number of beams is chosen adaptively according to the Rayleigh criterion, fs = 192 kHz, LS = fs⋅0.05 s−1 and
LP = fs⋅ 1 s−1. The different processing types are assigned as follows for frame‐based processing: SIMO like (i) ( )/SIMO like (ii) ( )/MIMO (a) ( )/
MIMO (b) ( )/MIMO (c) ( )/MIMO (d) ( )/MIMO (e) ( )/MIMO (f) ( ). Ping‐based processing is assigned accordingly but in yellow
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NGFLOPS;ping ¼ ðN tot: add:;ping þN tot: mul:;pingÞCGFLOPS:

ð32Þ

The results are depicted in Table 2. Although modern
CPUs like 8th+ generation Intel Core‐i or AMD Ryzen pro-
cessors can easily reach 500–800 GFLOPS, the MIMO algo-
rithm is not the only processing done in a modern SONAR or
RADAR system. In view of this result, it is again clear how
much permutation (f) exceeds the other permutations of the
algorithm, as it occupies less than 1% of the processing power
of modern high‐end CPUs.

5 | SIMULATION RESULTS

The different proposed permutations of the algorithms in the
processing sequence have been simulated in terms of compu-
tational complexity and the system's output signals, which
should ideally be the same for the different permutations.

The simulations were made for frame‐based processing
given a sample rate of f s ¼ 192 ​ kHz, a frameshift of
LF ¼ 2048 samples, an FFT length of NFFT ¼ 2048, and a ping
period of Tp ¼ 1 ​ s. The transmitted signals are orthogonal
signals based on non‐deterministic (noise‐coded) sequences
with a pulse length of T S ¼ 0:05 ​ s, a centre frequency of
f c ¼ 60 ​ kHz, and a bandwidth of Bw¼ 15 ​ kHz.

The SONAR system consisted of a monostatic setup with
NTx ¼ 32 transmit elements and NRx ¼ 32 receive elements.
Both were arranged on a ULA with a λ/2‐spacing according to
the signal's centre frequency fc. The targets are located at a
distance of 35 ​ m at θ ¼ ±45°.

This setup has been chosen to be able to compare the
results with measurements that we will perform with our
projector array that is depicted in Figure 1.

Looking at Figure 9a, the previous results in connectionwith
computational complexity, are confirmed qualitatively. The ne-
cessity of an intelligent permutation of the system's

subalgorithms and the superiority of the proposedmatched filter
method and especially permutation (f) is emphasized again.

To classify the graphics shown for the SONAR system's
output for different setups, the results of MIMO in compari-
son with SIMO will be analysed briefly without in‐depth in-
troductions and explanations. For this, terms such as ‘virtual
array’ or ‘co‐array’ (CA) are assumed to be known. Again,
reference is made to existing literature, for example, [8, 10, 11].

Given our simulation setup, the resulting CA will obviously
consist of several overlapping elements that induce an

TABLE 2 Values for billion floating‐point operations per second for
the complexities presented in Table 1 and calculated by Equations (31) and
(32)

Permutations of algorithms GFLOPS (ping) GFLOPS (frame)

(a) Bf Rx. → MF → Bf Tx. 9.2 9.44

(b) MF → Bf Rx. → Bf Tx. 111.99 85.6

(c) MF → Bf Tx. → Bf Rx. 111.99 85.6

(d) MF → Bf Comb. 109.46 83.7

(e) MIMO‐MF → Bf Rx. 5.87 6.93

(f) Bf Rx. → MIMO‐MF 3.42 2.65

(i) SIMO: Bf Rx. → MF 5.95 4.54

(ii) SIMO: MF → Bf Rx. 8.4 8.83

F I GURE 9 Results of simple simulation for targets in distance 35 m at
angles θ = ±45° for all presented arrangements of receive processing
algorithms. The SONAR system's settings for which the simulation was
conducted are depicted in Table 1
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additional triangular tapering. The number of unique elements
of the CA results in NCA ¼ NTx þ NRx − 1¼ 31. This is
clearly visible in Figure 9b.

The higher number of unique elements (31 instead of 16)
leads to a narrower main lobe in comparison to SIMO (for
non‐overlapping, unique element positions, this effect is

F I GURE 1 0 Graphical user interface of our real‐time processing unit. A multiple‐input multiple‐output system with 16 projectors and 16 hydrophones
operating at 192 kHz can be computed in real‐time using permutation (f)
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maximized). The suppression of side lobes, which can be
observed in Figure 9b, results from an additional tapering (in
this case triangular) due to the overlapping of elements (non‐
unique elements) in the CA. All MIMO realizations produce
identical output signals. This was expected and confirmed by
the simulations.

In addition, a MIMO system according to arrangement (f)
with NTx ¼ 16 transmit elements and NRx ¼ 1 receive ele-
ments was simulated. In comparison with SIMO for NTx ¼ 1
and NRx ¼ 16 and the same overall antenna geometry an
almost identical output signal is obtained, see Figure 9b lines
( ) and ( ) for MIMO and SIMO, respectively.

The differences in the area of the side lobes, which peak at
values smaller than −30 dB, can be explained by the signals
used. Since the signals are not perfectly orthogonal to each
other, a cross‐correlation is obtained that deviates from zero.
This leads to a fixed beamforming in broadside direction, and
hence the results of MIMO signal processing differ slightly
from those of SIMO.

This detail represents another important aspect of MIMO
SONAR systems—a design of matched orthogonal signals. A
MIMO SONAR adapted signal design has been done, for
example, by [20, 21].

This area will be investigated more closely in the future, as
signal design specifically catering the needs of MIMO SONAR
systems is rare. In addition, the simulation presented will be
verified by measurements under real conditions. Simulations
showing the basic functionality of MIMO have been done
before for RADAR applications, and the results are promising
[22]. Therefore, the proposed MIMO arrangement (f) was
implemented in a real‐time system that contains a fully working
SONAR system (including all relevant algorithms (beam-
forming, matched filtering, detection, tracking and a presen-
tation via a graphical user interface). The user interface is
depicted in Figure 10. In the future, the simulation results
presented here will be compared with real measurements at
sea.

6 | CONCLUSION

The fundamentals of MIMO signal processing were summa-
rized. The underlying channel model was revised and the in-
fluence of orthogonal signals on transmit and receive
processing was considered. Furthermore, the influence of non‐
perfect orthogonal signals was discussed, and the importance
of an adapted signal design was emphasized. This was achieved
based on theory as well as simulations.

Based on these considerations, different arrangements of
the receive processing algorithms were presented and exam-
ined for the computational load and equivalence of the output
signals. In this context, a novel application of the matched filter
was presented and investigated based on simulations.

It was shown that the arrangement of the algorithms has a
great influence on the real‐time capability of the SONAR
system. In addition, the presented MIMO matched filter far
exceeds the conventional algorithm for computational load

without having an influence on the result of the signal pro-
cessing chain. Especially, our proposed structure (f) out-
performs all others and hence is an important part of creating
real‐time capable MIMO SONAR systems.

In the future, the simulated results will be verified in
practical measurements as stated above. For this purpose, a
SONAR signal design adapted to both the MIMO technology
and the utilized SONAR system used will be further
developed.
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