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Introduction

Hands-free communication systems have been part of au-
tomotive vehicles for many years. Nevertheless, such sys-
tems are still in the focus of researchers and developers
as systems are to be improved or optimized for certain
use cases, or specific capabilities/functionalities are to be
added to existing systems. More recently, in-car commu-
nication systems were integrated into select vehicle mod-
els in addition to the conventional hands-free communi-
cation systems. However, the research and development
of such systems remains an ongoing task.

An integral part of developing above-mentioned speech
communication systems is to continuously ensure the de-
sired system performance, whether this be with focus
on system stability or on speech/communication qual-
ity. Generally at the end of the development process,
requirements given by, e.g, [TU-T Rec. P.1120 or P.1150
[1, 2] have to be met in addition if a system is to be im-
plemented in commercially available vehicles. For both
development and evaluation, specific vehicle-dependent
data is required.

With the intention of providing a large amount of such
data, this work introduces the Automotive Noise and
Impulse Response (ANIR) corpus. This corpus offers
both background noise recordings and impulse response
measurements from the interior of automotive vehicles
and, thus, allows for the simulation or reproduction of
the acoustic environments inside the vehicles. This cor-
pus, currently limited to recordings/measurements from
a Daimler V Class, is freely available at [3]. By example
of the data obtained from the Daimler V class, this work
presents the measurement setup used for the creation of
the corpus and the specific properties of the obtained
background noise recordings and impulse responses. This
work closes with a discussion on the applicability of the
corpus in its current state and an outlook.

Measurement Setup

The Daimler V Class was equipped with both micro-
phones and loudspeakers for the measurements. The
rough location of a microphone/loudspeaker is indicated
by the passenger zone in which it is located. According
to [2], the vehicle has a total of eight passenger zones
in three rows; two zones in front and three zones each
in the middle and back row. In the following, passenger
zones are referred to by their assigned number as given
in Fig. 1. Precise locations of microphones/loudspeaker
in a 3D-space are, additionally, available via [3].

The vehicle itself was retrofitted to accompany a multi-
tude of potential microphone/loudspeaker positions for
hands-free or in-car communication system usage. In
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Figure 1: Indication of passenger zones in a Daimler V Class
according to [2].

all outer zones, namely zones 1, 2, 3, 5, 6, and 8, a
Mechakustik EBM1 [4] microphone was mounted to the
inside of the vehicle’s roof. In each zone, these micro-
phones were placed laterally centered but a few centime-
ters in front of a passenger’s expected head position. In
zones 4 and 7, microphone arrays were installed instead
of the single microphones. Such a microphone array
(Fig. 2) consists of four microphones with an equidis-
tant spacing of 4cm and is in alignment with the other
microphones in the same passenger row. An identical ar-
ray was installed in the first row between zones 1 and 2
and an additional single microphone was placed on the
B-pillar in zone 1. Consequently, a total of 19 micro-
phones were installed as part of the vehicle’s retrofit.

Furthermore, each passenger zone was equipped with a
pair of headrest loudspeakers (Fig. 2), where the left and
right loudspeaker can emit signals individually. These
loudspeakers are a custom development with a 3D-
printed housing, which also contains an amplifier. Conse-
quently, a total of 16 loudspeakers were installed as part
of the vehicle’s retrofit, while only the 12 loudspeakers in-
stalled in the outer zones were used for the creation of the
corpus. The four loudspeakers built in by the manufac-
turer were, additionally, made available for third-party
signals, while maintaining full functionality of the vehi-
cles original audio system, by inserting a digital signal

(b)

Figure 2: Measurement setup in Daimler V Class. Headrest
loudspeaker and head-and-torso-simulator in (a) and micro-
phone array in (b).



Figure 3: View from the trunk of the retrofitted Daimler V
Class showing headrest loudspeakers and the 18 microphones
installed in the roof.

processor [5] into the system. Fig. 3 gives an impression
of the vehicle after completion of the retrofit.

In order to simulate human listeners and speakers, all
outer zones were equipped for the measurements with ei-
ther a head-and-torso-simulator (HATS) according to [6]
as depicted in Fig. 2 or with a binaural headset [7]. Con-
sequently, there were 12 ear-microphone and six mouth-
loudspeaker positions available for the measurements.
During the measurements, signals were fed to loudspeak-
ers and were collected from microphones using synchro-
nized high-resolution sound cards. All recordings and
measurements were performed using the Kiel Real-Time
Application Toolkit [8]. This toolkit also ensured the cal-
ibration of the microphone channels. The microphones
were calibrated using a 1kHz calibrator in such a way
that a sound pressure of 114 dBSPL corresponds to an
unweighted digital power level of -10 dBov.

Background Noise

Background noise was recorded synchronously at 48 kHz
for all 31 available microphones during a number of driv-
ing sessions where the current driving conditions were
logged. The entire recordings were post-processed of-
fline to include ear-microphone equalization in the cor-
responding channels. For this purpose, linear-phase ver-
sions of the equalization filters were generated and ap-
plied. Due to the linear-phase property of the filters, it
was possible to compensate the (group) delay of the fil-
ters by an additional time shift. Thus, the 12 equalized
channels maintained their synchronicity with the other
19 microphone channels.

After equalization, the recordings were cut into 30s long
segments according to the logged driving conditions. Re-
garding driving speed, the database contains conditions
with 0, 30, 50, 60, 70, 80, 100, 120, 150, 180, and
200km/h. The smoothed power spectral densities for
some of these conditions are depicted in Fig. 4. For each
of the driving speeds, the air conditioning system was
either set to low, medium, or high intensity (level 1, 4,
and 7, respectively, in a Daimler V Class) while the vents
were directed towards the windows, where possible. The
smoothed power spectral densities of conditions between
which only the AC intensity was varied are depicted in
Fig. 5. By combining the 11 driving speeds with the
three air intensities, a total of 33 database conditions
was created. The conditions are available as wave files in
32-bit IEEE float format.
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Figure 4: Terz-smoothed power spectral densities at the roof

microphone in zone 1 (driver) for low AC setting with various
speeds.

T T TTT] T T T T T I I e e

—20L — AC low H
=LJ_ M —— AC medium

—40 | L"|:| AC high ||

B —60 .

780 L -

—100 |
Lol L Lol L Lo

107! 10° 10

Frequency in kHz

Figure 5: Terz-smoothed power spectral densities at the roof
microphone in zone 1 (driver) for 0 km/h and with various AC
intensities.

Impulse Responses

Impulse responses were measured between all loud-
speaker /microphone combinations, yielding a total of
682 impulse response files. They were estimated using
the Normalizes-Least-Mean-Square (NLMS) algorithm at
48 kHz sample rate. After obtaining the original estima-
tions, a number of post-processing steps were applied.
For all measurements, the delay induced by the mea-
surement equipment was compensated. For measure-
ments where ear microphones were involved, the linear-
phase equalization filters were applied and the filter delay
was compensated analogously to the background noise
recordings. For measurements where mouth loudspeak-
ers were involved, the delay of the mouth-equalization
filters was compensated. = Mouth-equalization filters
were, however, not applied as post-processing as they
were placed in the digital signal path during the im-
pulse response measurements. The linear-phase mouth-
equalization filters had been estimated beforehand as
part of the preparation for the measurements. An addi-
tional post-processing of impulse responses where mouth-
loudspeakers were involved was a calibration in such a
way that a digital speech excitation of -26 dBov corre-
sponds to an average sound pressure of -1.7 dBPa at the
mouth reference point (MRP). To achieve this, calibra-
tion factors had been determined beforehand alongside
the mouth-equalization filters. The calibration of the mi-
crophones as described in the measurement setup section
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Figure 6: First 60ms of the impulse response between the
left headrest louspeaker and the roof microphone in zone 1.

also holds for the impulse response measurements. The
measured impulse response of a common echo/feedback
path in the Daimler V Class is depicted in Fig. 6.
Impulse responses are available as binary files in float for-
mat. Example scripts reading in impulse response files
are provided for both MATLAB® and Python.

Discussion

The previous sections presented how the background
noise and impulse responses were recorded /measured and
what data is currently available in the ANIR corpus. The
following non-exhaustively outlines use cases for the de-
scribed data.

Generally, the corpus may be used to digitally sim-
ulate the acoustic environment inside a Daimler V
Class. Acoustic sources in such simulations are either
loudspeakers which can be fed by, e.g., a communica-
tion/audio system, or HATS loudspeakers which qualify
to simulate human speakers according to [6]. Accord-
ingly, acoustic sinks in such simulations are either micro-
phones which can feed, e.g., communication systems, or
HATS microphones which qualify for receiving signals as
human listeners according to [6]. Thus, simulated micro-
phone signals may be rated according to [9, 10] if desired.
If simulated signals are presented to human subjects in
this context, an additional equalization of the playback
system should be implemented. Other subjective or in-
strumental analyses of the signals, are, of course, also
possible.

If instead of a full simulation a physical sound field re-
production is desired, methods similar to ETSI TS 103
224 [11] may be used to obtain the sound field inside the
vehicle when situated in a laboratory environment. The
length of the background noise conditions in the corpus
is derived from [11] and the length may be extended by
applying a suitable looping method as suggested in [2].
Regarding speech communication systems, pretests for
certification according to ITU-T Rec. P.1120 or P.1150
[1, 2] are simplified by form of simulations, which can
accompany an entire development process. Users must
simply select the correct impulse responses for their ap-
plicable acoustic signal paths (e.g. input, output, echo, or
feedback) and the desired noise files at the corresponding
microphones. Due to the multitude of microphone posi-
tions in the corpus, especially new microphone positions

and array applications can be investigated. Regarding in-
car communication system testing, the corpus is designed
to enable many of the testing procedures recommended
in [2]: All background noise user scenarios required by
the recommendation are contained in the corpus. The
impulse responses were calibrated in such a way that the
required speech level at the HATS MRP can be ensured.
Furthermore, the mandatory inter-zone testing configu-
rations can be achieved as HATS impulse responses exist
between the mouth of the driver and the ears of the pas-
sengers in all outer zones.

Consequently, the corpus in its current state provides
valuable data for research and development of speech
communication and audio systems in the Daimler V
Class. The applicability of the corpus will be improved
in the future by repeating the described measurements
for other vehicles of interest.
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